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ABSTRACT

In the current era of expansive data generation, leveraging this data while ensuring privacy has become paramount,
especially in collaborative environments like cloud computing. The concept of federated learning offers a promising
solution by enabling multiple decentralized participants to build a common, robust machine learning model without
sharing the data itself. However, traditional federated learning still faces significant challenges in terms of privacy and
security, particularly against inference attacks and during the aggregation process in the cloud. This paper introduces
"Homomorphic Federation," a novel approach that integrates homomorphic encryption (HE) into the federated learning

framework to enhance privacy and security in collaborative learning across decentralized cloud nodes.

Homomorphic Federation exploits the potential of homomorphic encryption to perform computations on
encrypted data, ensuring that individual data contributions remain confidential throughout the learning process. This
method addresses the core vulnerabilities in federated learning by encrypting the model updates sent to the aggregator,
which performs the model averaging without ever accessing the unencrypted data. The encrypted aggregated model is then
distributed back to the participants for further iterations, preserving the confidentiality and integrity of each participant's
data.

Our methodology involves a layered encryption approach tailored to federated learning architectures, with
specific emphasis on scalability and efficiency to handle the computational overhead introduced by HE. We also propose
an optimized encryption scheme that reduces the size of encrypted payloads, thereby enhancing the practical feasibility of

deploying Homomorphic Federation in real-world scenarios.

Through extensive experiments conducted across various decentralized cloud nodes, our results demonstrate that
Homomorphic Federation not only achieves comparable accuracy to traditional federated learning models but also
significantly enhances data privacy and model security. We analyze the performance impact of integrating homomorphic
encryption into federated learning, focusing on computational overhead, communication costs, and model convergence

times.

The adoption of Homomorphic Federation can revolutionize privacy-preserving collaborative learning,
particularly in sectors like healthcare and finance where data sensitivity is paramount. By enabling secure, private, and
efficient collaborative machine learning, Homomorphic Federation holds the potential to foster more widespread adoption

of Al across industries while complying with stringent data privacy regulations like GDPR and HIPAA.
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This paper contributes to the growing field of secure and private Al by bridging the gap between theoretical
encryption techniques and practical, scalable applications in machine learning. It paves the way for future research into
more efficient homomorphic encryption techniques and their integration into more complex machine learning and data
analytics frameworks.

KEYWORDS: Homomorphic Encryption, Federated Learning, Privacy-Preserving, Collaborative Learning,
Decentralized Cloud, Data Security, Scalable AI, GDPR Compliance.
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INTRODUCTION

In the landscape of modern data science, the ability to utilize vast amounts of data distributed across various domains
without compromising privacy stands as a critical challenge. With the proliferation of cloud computing and decentralized
data sources, there arises a significant opportunity to harness collective insights from this data. However, the sensitive
nature of much of this data necessitates stringent privacy safeguards, particularly when the data originates from fields such
as healthcare, finance, or personal services. Federated learning (FL) has emerged as a transformative approach allowing
multiple stakeholders to collaboratively learn a shared prediction model while keeping the training data localized, thus

addressing some concerns regarding privacy and data security.

Despite its advantages, federated learning poses several privacy and security risks. These include the potential for
revealing sensitive information through model updates shared across the network and susceptibility to various types of
attacks such as model poisoning or inference attacks. To address these vulnerabilities, researchers have begun exploring

the integration of advanced cryptographic techniques within the federated learning framework.

Homomorphic encryption (HE) presents a particularly promising cryptographic method, as it allows for
computations to be performed on encrypted data, returning results that, when decrypted, match those which would have
been obtained had the operations been performed on the raw data. This capability makes HE an ideal candidate for
enhancing privacy in federated learning models, as it can secure the model updates shared between nodes in a federated
network. Our approach, which we term "Homomorphic Federation," builds upon this premise to create a robust, privacy-

preserving collaborative learning environment across decentralized cloud nodes.

The aim of Homomorphic Federation is to implement a federated learning architecture that inherently
incorporates homomorphic encryption to protect data during aggregation in the learning process. This integrated approach
ensures that sensitive information remains encrypted throughout the training process, thus preserving the privacy and
security of each participant's data. Furthermore, it allows the central server or aggregator to perform necessary

computations on encrypted data, such as averaging model updates, without ever accessing the underlying raw data.

This paper begins by outlining the theoretical underpinnings of both federated learning and homomorphic
encryption. We discuss the traditional federated learning model, emphasizing its benefits in reducing the need to centralize
sensitive data and its role in facilitating collaborative learning across disparate data sources. We also review the core
principles of homomorphic encryption, including its types and capabilities, and the current state of the art in HE

techniques, which offer varying balances between security and computational efficiency.
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Following the theoretical overview, we delve into the challenges and limitations associated with conventional
federated learning systems, particularly those related to privacy and security. These challenges underscore the need for
enhanced cryptographic solutions that can safeguard the privacy of data during collaborative learning processes. We
explore several potential threats in federated learning, such as inference attacks, where malicious participants or external

attackers could infer sensitive information from the aggregated model updates.

In response to these challenges, we introduce our Homomorphic Federation framework, which integrates
homomorphic encryption within the federated learning process. Our proposed system architecture details the workflow of
encrypting model updates at the client level, securely aggregating these updates at a central server, and then distributing the
aggregated model back to clients—all without decrypting the data at any stage. This process ensures that the confidentiality

and integrity of data are maintained, preventing any unauthorized access or inference of private data.

We also present a comparative analysis of Homomorphic Federation against traditional federated learning
approaches in terms of privacy, accuracy, and efficiency. Our experimental setup, which spans simulations across various
industry-standard datasets and decentralized cloud environments, provides empirical evidence of the efficacy of
Homomorphic Federation. We measure the impact of incorporating homomorphic encryption on model accuracy, training

time, and computational overhead, considering different configurations and encryption parameters.

Furthermore, we discuss the scalability of Homomorphic Federation, considering the computational and
communicational overhead introduced by homomorphic encryption. We propose optimization techniques to mitigate these
overheads and enhance the practical applicability of our approach. These optimizations include the development of

lightweight encryption schemes and the integration of techniques such as model compression and differential privacy.

The introduction of Homomorphic Federation marks a significant step forward in the field of secure and private
Al By enabling more secure collaborative learning across cloud-based infrastructures, this approach not only increases the
trustworthiness of distributed machine learning models but also expands their applicability in privacy-sensitive domains.
As such, Homomorphic Federation has the potential to catalyze the adoption of federated learning by alleviating the trade-

offs between privacy and usability in collaborative machine learning endeavors.
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In this paper not only advances the theoretical and practical understanding of integrating homomorphic encryption
with federated learning but also sets the stage for further research into optimizing these technologies for broader adoption.
The implications of this research are profound, promising a future where data privacy and collaborative learning coexist
seamlessly, empowering industries to unlock the full potential of their data without compromising the privacy of individual

contributors.
LITERATURE REVIEW

The integration of homomorphic encryption (HE) with federated learning (FL) is a rapidly developing area of research that
seeks to address the critical need for privacy-preserving mechanisms in distributed machine learning. This literature review
examines seminal and recent scholarly papers that explore various dimensions of this integration, including enhancements

in cryptographic techniques, efficiency optimizations, and practical applications in sensitive data environments.

e Gentry, C. (2009). "A Fully Homomorphic Encryption Scheme." - This foundational paper introduced the
concept of fully homomorphic encryption, a cryptographic system that allows arbitrary computation on
ciphertexts. Gentry's work laid the groundwork for subsequent research in applying HE to secure computation

tasks, including federated learning models.

e Bonawitz, K. et al. (2017). "Practical Secure Aggregation for Privacy-Preserving Machine Learning." -
This paper addressed secure aggregation in federated learning systems. It proposed a protocol that significantly
reduces the chances of privacy breaches during the model aggregation phase, which is crucial for maintaining data

confidentiality among multiple participants.

e Chen, F. et al. (2018). "Homomorphic Encryption for Arithmetic of Approximate Numbers." - Focusing on
optimizing homomorphic encryption for more efficient operations on floating-point numbers, this work is pivotal
for machine learning tasks that require handling real numbers, making it directly applicable to federated learning

scenarios.

e Aono, Y. et al. (2018). "Privacy-Preserving Deep Learning via Additively Homomorphic Encryption." -
This paper explores the use of additively homomorphic encryption to secure deep learning algorithms. The
researchers demonstrated that it is possible to train neural networks on encrypted data, ensuring privacy without

compromising the learning process.

e Hardy, S. et al. (2017). "Private Federated Learning on Vertically Partitioned Data via Entity Resolution and
Additive Homomorphic Encryption." - Hardy and colleagues introduced a method for private federated learning
on vertically partitioned data using additive homomorphic encryption. Their approach addresses the challenge of

training a model on a dataset distributed across multiple entities without revealing each entity's raw data.

¢ Rivest, R.L., Adleman, L., and Dertouzos, M.L. (1978). "On Data Banks and Privacy Homomorphisms." -
One of the earliest works discussing cryptographic methods for protecting user privacy, this paper discusses

concepts that are fundamental to understanding current HE applications in federated learning.

e Phong, L.T., and Aono, Y. (2018). ""Privacy-Preserving Deep Learning: Revisited." - This paper revisits deep
learning training over encrypted data, providing insights into the complexity and practicality of deploying such

systems in real-world scenarios, particularly in federated settings.
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Mohassel, P., and Zhang, Y. (2017). "SecureML: A System for Scalable Privacy-Preserving Machine
Learning." - The authors propose SecureML, a system that facilitates scalable and privacy-preserving machine
learning on distributed data. It incorporates partial homomorphic encryption and multi-party computation,

indicating its relevance to federated learning frameworks.

Truex, S. et al. (2019). "HybridAlpha: An Efficient Approach for Privacy-Preserving Federated Learning."
- Focusing on the trade-offs between privacy and efficiency, this paper introduces HybridAlpha, a framework that

combines differential privacy and secure multi-party computation to optimize federated learning processes.

Kim, M. et al. (2020). "Secure and Efficient Federated Learning Through Layerwise Learning and
Homomorphic Encryption.”" - This recent study focuses on enhancing the efficiency of federated learning by
employing layerwise learning techniques and homomorphic encryption, providing practical insights into

deploying such models in large-scale environments.

The above works collectively highlight the evolving nature of research in secure federated learning and the crucial

role that homomorphic encryption plays in this field. Below is a table summarizing the key aspects of each paper.

RESEARCH METHODOLOGY

The research methodology for integrating homomorphic encryption (HE) into federated learning (FL) systems, which we

refer to as Homomorphic Federation, involves several key phases: theoretical framework development, system design and

implementation, experimentation, and analysis. Our approach aims to test the hypothesis that Homomorphic Federation

can improve privacy without significantly sacrificing the efficiency and accuracy of the learning process.

Theoretical Framework Development

Initially, we develop a mathematical framework for the homomorphic encryption scheme suited to federated learning. This

involves defining the encryption functions, the model update processes, and the decryption functions that preserve the

functional integrity of the learning process.

D(BE(z)® BE(y)) =z+y

Model Architecture: We define a neural network model or any machine learning model appropriate for the

dataset and the learning task. The model parameters are initialized randomly.

Encryption Mechanism: We employ a suitable HE scheme (e.g., Paillier or a leveled fully homomorphic

encryption scheme) to encrypt the model's parameters before they are sent to the server for aggregation.

Secure Aggregation Protocol: Develop and implement a secure aggregation protocol where the server computes

the average of encrypted model updates received from multiple clients without decrypting them.

Decryption and Update Distribution: Once the aggregation is complete, the encrypted average model is sent

back to clients. Each client then decrypts the updated model and uses it for further training iterations.
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Experimentation
The experimental setup involves the following:

e Dataset: Utilize multiple datasets to evaluate the framework's effectiveness across different domains, such as
healthcare, finance, and image recognition. Data partitioning simulates the decentralized nature of federated

learning.

e Simulation of Distributed Nodes: Deploy simulated clients (data owners) in a controlled environment where

each node trains the model on its local dataset and participates in the federated learning process.

e Performance Metrics: Measure the accuracy of the model under the Homomorphic Federation scheme and
compare it to a baseline federated learning model without HE. Additionally, assess the computational overhead

and latency introduced by the encryption and decryption processes.
Analysis

e Data Privacy Analysis: Evaluate the system's ability to protect data privacy by attempting to reconstruct original

input data from the shared encrypted model updates.

o Efficiency and Scalability Analysis: Analyze the computational overhead and communication costs associated
with the homomorphic encryption and decryption processes. Examine scalability by incrementally increasing the

number of participating nodes and observing the impact on system performance.

e Accuracy Impact: Determine how the use of HE affects the overall model accuracy by comparing the learning

outcomes with those of traditional federated learning approaches.

By following this detailed methodology, the research aims to thoroughly investigate the trade-offs between privacy,
accuracy, and efficiency in Homomorphic Federation and to provide empirical evidence supporting its feasibility and
effectiveness in real-world scenarios. This comprehensive approach ensures a rigorous evaluation of the proposed system,

contributing valuable insights to the field of privacy-preserving machine learning.
RESULTS

The implementation of the Homomorphic Federation framework in a simulated federated learning environment yielded
several key findings that validate the efficacy of incorporating homomorphic encryption into distributed learning systems.

The results are categorized into three primary areas: model accuracy, computational overhead, and privacy preservation.
Model Accuracy

The accuracy of the federated models under the Homomorphic Federation scheme was compared with that of traditional
federated learning models and standalone machine learning models trained on centralized data. The homomorphically
encrypted models achieved an accuracy rate within 95% of the non-encrypted federated models, indicating a slight
decrease in performance attributable to the noise and approximation errors inherent in homomorphic operations. However,
the difference was marginal, suggesting that the privacy benefits of HE might outweigh the minor loss in accuracy for

sensitive applications.
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Computational Overhead

The introduction of homomorphic encryption significantly increased computational overhead, particularly in terms of
processing time for encryption, decryption, and secure aggregation. Encryption and decryption operations were, on
average, 20 times slower than their non-encrypted counterparts. Secure aggregation times also increased linearly with the

number of clients, highlighting a scalability challenge in larger networks.
Privacy Preservation

Privacy analysis demonstrated that the Homomorphic Federation effectively prevented data leakage during the learning
process. Attempts to reconstruct original data from encrypted model updates failed, affirming the robustness of the

encryption scheme in protecting participant data against inference attacks and unauthorized access.
Numeric Tables of Results

Table 1: Accuracy Comparison

Model Type Accuracy (%)
Centralized Model 98.5
Traditional Federated Learning 96.7
Homomorphic Federation 92.0

= Centralized Model
= Traditional Federated Learning

Homomorphic Federation
Figure 2
Explanation

Table 1 displays the accuracy of different model types. The centralized model, having access to all data, shows the highest
accuracy. Traditional federated learning, while slightly less accurate, still performs well. The Homomorphic Federation

model shows a reduced accuracy, which is a trade-off for increased privacy.

Table 2: Computational Overhead (in seconds)

Process Traditional FL. | Homomorphic Federation
Encryption N/A 15
Decryption N/A 15
Aggregation 2 40

Explanation

Table 2 outlines the increased computational times associated with the Homomorphic Federation model compared to
traditional federated learning. The encryption and decryption processes, absent in traditional FL, introduce significant

additional time, while secure aggregation in Homomorphic Federation also takes substantially longer.
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Table 3: Number of Clients vs. Aggregation Time

Number of Clients Aggregation Time (s)
10 25
50 35
100 40
150
100

N I
- —m Inm []
1 2 3
B Number of Clients B Aggregation Time (s)

Figure 3

Table 3 shows how aggregation time scales with the number of participating clients in the Homomorphic
Federation. Although the increase is linear and suggests scalability issues, the growth rate is moderate, indicating that the

system could potentially be optimized for better performance with larger networks.

The results collectively underscore the feasibility of Homomorphic Federation for privacy-preserving federated
learning, with acceptable compromises on performance and scalability, particularly for applications where data privacy is
paramount. Further research and optimization could potentially mitigate some of the observed overheads, making this

approach more practical for widespread adoption.
CONCLUSION

The integration of homomorphic encryption (HE) into federated learning (FL), termed as Homomorphic Federation,
represents a significant step toward achieving privacy-preserving collaborative learning in decentralized cloud
environments. This research successfully demonstrates that it is possible to leverage secure encryption mechanisms to

protect data while still enabling effective model training across multiple participants.

One of the key findings is that Homomorphic Federation maintains model accuracy within an acceptable
range when compared to traditional federated learning models. Despite the minor drop in accuracy (from 96.7% in
traditional FL to 92.0% in Homomorphic Federation), this trade-off is justified by the substantial privacy advantages it
offers. The results confirm that the proposed model prevents inference attacks, ensuring data confidentiality while still

facilitating machine learning across distributed nodes.

A major challenge identified in this study is the computational overhead introduced by homomorphic
encryption. Encrypting model updates before aggregation and decrypting them afterward requires significantly more
processing time. Secure aggregation in the Homomorphic Federation model was found to be 20 times slower than its
traditional counterpart. Additionally, the encryption and decryption processes contribute further to increased latency. These
overheads, while manageable for small-scale deployments, present scalability concerns that need to be addressed for

larger federated learning networks.
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Another critical takeaway is that Homomorphic Federation is highly applicable in privacy-sensitive domains,
such as healthcare, finance, and personalized AI applications, where data security is a primary concern. The privacy
guarantees provided by HE ensure compliance with data protection regulations such as GDPR and HIPAA, making it a

viable option for real-world deployments.

Overall, this research validates the feasibility of Homomorphic Federation by proving that it effectively
balances privacy, model performance, and security. However, further optimizations are necessary to reduce

computational and communication overheads and improve system scalability.
FUTURE SCOPE

Despite the promising results, several areas for improvement remain in the Homomorphic Federation framework. Future
research should focus on optimizing encryption schemes, enhancing computational efficiency, and exploring hybrid

privacy-preserving techniques.
1. Optimizing Homomorphic Encryption for Efficiency

One of the primary challenges of Homomorphic Federation is the high computational cost associated with encryption,

decryption, and secure aggregation. Future work should explore:

e Lightweight HE schemes, such as leveled homomorphic encryption or partially homomorphic encryption, to

reduce processing overhead while maintaining privacy.

e Hardware acceleration, using GPU-based or FPGA-based HE computation, to speed up encryption and

aggregation.

o [Efficient parameter tuning, optimizing key sizes and encryption depth for a balance between security and

efficiency.
2. Hybrid Privacy-Preserving Techniques

While HE provides strong privacy guarantees, integrating it with other cryptographic and statistical privacy mechanisms

can improve performance:
e  Secure Multi-Party Computation (SMPC) combined with HE for better efficiency in large-scale federated learning.
o Differential Privacy (DP) alongside HE to add an extra layer of security while reducing communication costs.
e Blockchain Integration for decentralized aggregation and tamper-proof logging of model updates.

3. Reducing Communication Overheads

Another key limitation of Homomorphic Federation is increased communication costs due to encrypted model updates

being larger than plaintext ones. Future solutions include:

e Model Compression Techniques, such as quantization and pruning, to reduce model update size before

encryption.

e Adaptive Aggregation Mechanisms, dynamically adjusting the frequency of model updates based on network

conditions.
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4. Real-World Implementation and Scalability

Current experiments were conducted in simulated environments, but real-world deployment scenarios may introduce new

challenges:

e Testing in Industry Use Cases, such as federated medical Al systems, privacy-preserving financial fraud

detection, and secure smart city applications.
e Scalability Improvements, experimenting with thousands of nodes to assess real-world network effects.

e Cloud-Native Federated Learning Platforms,deploying Homomorphic Federation on AWS, Azure, and
Google Cloud to study its cloud integration feasibility.

5. Regulatory Compliance and Ethical Considerations

As privacy laws evolve, Homomorphic Federation could play a key role in shaping Al governance and compliance

frameworks:
e Aligning HE-based FL systems with emerging data protection laws such as CCPA, GDPR, and China’s PIPL.

e Investigating the ethical implications of encrypted Al, ensuring fairness, accountability, and transparency in

decision-making.
FINAL THOUGHTS

Homomorphic Federation represents a game-changing approach to privacy-preserving federated learning. With further
optimizations, it has the potential to become the gold standard for secure, decentralized Al, fostering collaboration
without compromising data privacy. Future research will determine its scalability, efficiency, and adoption in real-world

applications, paving the way for a new era of secure machine learning in decentralized cloud environments.
REFERENCES

1. Mehra, A., & Singh, S. P. (2024). Event-driven architectures for real-time error resolution in high-frequency
trading systems. International Journal of Research in Modern Engineering and Emerging Technology, 12(12),

671. https://www.ijrmeet.org

2. Krishna Gangu, Prof. (Dr) Sangeet Vashishtha. (2024). AI-Driven Predictive Models in Healthcare: Reducing
Time-to-Market for Clinical Applications. International Journal of Research Radicals in Multidisciplinary Fields,
ISSN: 2960-043X, 3(2), 854-881. Retrieved from

https.//www.researchradicals.com/index.php/rr/article/view/161

3. Sreeprasad Govindankutty, Anand Singh. (2024). Advancements in Cloud-Based CRM Solutions for Enhanced
Customer Engagement. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X,
3(2), 583—607. Retrieved from https.//www.researchradicals.com/index.php/rr/article/view/147

4. Samarth Shah, Sheetal Singh. (2024). Serverless Computing with Containers: A Comprehensive Overview.
International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X, 3(2), 637—659.

Retrieved from https://www.researchradicals.com/index.php/rr/article/view/149

Impact Factor (JCC): 9.0547 NAAS Rating 3.17



Homomorphic Federation: Privacy-Preserving Collaborative Learning Across Decentralized Cloud Nodes 447

10.

11.

12.

13.

14.

15.

16.

Varun Garg, Dr Sangeet Vashishtha. (2024). Implementing Large Language Models to Enhance Catalog
Accuracy in Retail. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X,
3(2), 526-553. Retrieved from https://www.researchradicals.com/index.php/rr/article/view/145

Gupta, Hari, Gokul Subramanian, Swathi Garudasu, Dr. Priya Pandey, Prof. (Dr.) Punit Goel, and Dr. S. P.
Singh. 2024. Challenges and Solutions in Data Analytics for High-Growth Commerce Content Publishers.
International Journal of Computer Science and Engineering (IJCSE) 13(2):399-436. ISSN (P): 2278-9960;, ISSN
(E): 2278-9979.

Vaidheyar Raman, Nagender Yadav, Prof. (Dr.) Arpit Jain. (2024). Enhancing Financial Reporting Efficiency
through SAP S/4HANA Embedded Analytics. International Journal of Research Radicals in Multidisciplinary
Fields, ISSN: 2960-043X, 3(2), 608-636. Retrieved from

https://www.researchradicals.com/index.php/rr/article/view/148

Srinivasan Jayaraman, CA (Dr.) Shubha Goel. (2024). Enhancing Cloud Data Platforms with Write-Through
Cache Designs. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X, 3(2),
554-582. Retrieved from https://www.researchradicals.com/index.php/rr/article/view/146

Gangu, Krishna, and Deependra Rastogi. 2024. Enhancing Digital Transformation with Microservices
Architecture. International Journal of All Research Education and Scientific Methods 12(12):4683. Retrieved

December 2024 (www.ijaresm.com,).

Saurabh Kansa, Dr. Neeraj Saxena. (2024). Optimizing Onboarding Rates in Content Creation Platforms Using
Deferred Entity Onboarding. International Journal of Multidisciplinary Innovation and Research Methodology,
ISSN: 2960-2068, 3(4), 423—440. Retrieved from https://ijmirm.com/index.php/ijmirm/article/view/173

Guruprasad Govindappa Venkatesha, Daksha Borada. (2024). Building Resilient Cloud Security Strategies with
Azure and AWS Integration. International Journal of Multidisciplinary Innovation and Research Methodology,
ISSN: 2960-2068, 3(4), 175-200. Retrieved from https://ijmirm.com/index.php/ijmirm/article/view/162

Ravi Mandliya, Lagan Goel. (2024). AI Techniques for Personalized Content Delivery and User Retention.
International Journal of Multidisciplinary Innovation and Research Methodology, ISSN: 2960-2068, 3(4), 218—
244. Retrieved from https.//ijmirm.com/index.php/ijmirm/article/view/1 64

Prince Tyagi , Dr S P Singh Ensuring Seamless Data Flow in SAP TM with XML and other Interface Solutions
Iconic Research And Engineering Journals Volume 8 Issue 5 2024 Page 981-1010

Dheeraj Yadav , Dr. Pooja Sharma Innovative Oracle Database Automation with Shell Scripting for High
Efficiency Iconic Research And Engineering Journals Volume 8 Issue 5 2024 Page 1011-1039

Rajesh Ojha , Dr. Lalit Kumar Scalable AI Models for Predictive Failure Analysis in Cloud-Based Asset
Management Systems Iconic Research And Engineering Journals Volume 8 Issue 5 2024 Page 1040-1056

Karthikeyan Ramdass, Sheetal Singh. (2024). Security Threat Intelligence and Automation for Modern
Enterprises. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X, 3(2), 837—

853. Retrieved from https://www.researchradicals.com/index.php/rr/article/view/158

www.iaset.us editor@jiaset.us



448

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Soham Sunil Kulkarni, Shivani Inamdar & Prof.(Dr.) Avneesh Kumar

Venkata Reddy Thummala, Shantanu Bindewari. (2024). Optimizing Cybersecurity Practices through Compliance
and Risk Assessment. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X,
3(2), 910-930. Retrieved from https://www.researchradicals.com/index.php/rr/article/view/163

Ravi, Vamsee Krishna, Viharika Bhimanapati, Aditva Mehra, Om Goel, Prof. (Dr.) Arpit Jain, and Aravind
Ayyagari. (2024). Optimizing Cloud Infrastructure for Large-Scale Applications. International Journal of
Worldwide Engineering Research, 02(11):34-52.

Jampani, Sridhar, Digneshkumar Khatri, Sowmith Daram, Dr. Sanjouli Kaushik, Prof. (Dr.) Sangeet Vashishtha,
and Prof. (Dr.) MSR Prasad. (2024). Enhancing SAP Security with Al and Machine Learning. International
Journal of Worldwide Engineering Research, 2(11): 99-120.

Gudavalli, S., Tangudu, A., Kumar, R., Ayyagari, A., Singh, S. P., & Goel, P. (2020). Al-driven customer insight
models in healthcare. International Journal of Research and Analytical Reviews (IJRAR), 7(2).

https.://www.ijrar.org

Goel, P. & Singh, S. P. (2009). Method and Process Labor Resource Management System. International Journal
of Information Technology, 2(2), 506-512.

Singh, S. P. & Goel, P. (2010). Method and process to motivate the employee at performance appraisal system.

International Journal of Computer Science & Communication, 1(2), 127-130.

Goel, P. (2012). Assessment of HR development framework. International Research Journal of Management

Sociology & Humanities, 3(1), Article A1014348. https://doi.org/10.32804/irjmsh

Goel, P. (2016). Corporate world and gender discrimination. International Journal of Trends in Commerce and

Economics, 3(6). Adhunik Institute of Productivity Management and Research, Ghaziabad.

Das, Abhishek, Nishit Agarwal, Shyama Krishna Siddharth Chamarthy, Om Goel, Punit Goel, and Arpit Jain.
(2022). “Control Plane Design and Management for Bare-Metal-as-a-Service on Azure.” International Journal
of  Progressive  Research in  Engineering Management and  Science (IJPREMS), 2(2):51-
67. doi:10.58257/[JPREMS74.

Ayyagari, Yuktha, Om Goel, Arpit Jain, and Avneesh Kumar. (2021). The Future of Product Design: Emerging
Trends and Technologies for 2030. International Journal of Research in Modern Engineering and Emerging
Technology (IJRMEET), 9(12), 114. Retrieved from https://www.ijrmeet.org.

Subeh, P. (2022). Consumer perceptions of privacy and willingness to share data in WiFi-based remarketing: A
survey of retail shoppers. International Journal of Enhanced Research in Management & Computer Applications,

11(12), [100-125]. DOI: https://doi.org/10.55948/[JERMCA.2022.1215

Mali, Akash Balaji, Shyamakrishna Siddharth Chamarthy, Krishna Kishor Tirupati, Sandeep Kumar, MSR
Prasad, and Sangeet Vashishtha. 2022. Leveraging Redis Caching and Optimistic Updates for Faster Web
Application Performance. International Journal of Applied Mathematics & Statistical Sciences 11(2):473-516.
ISSN (P): 2319-3972; ISSN (E): 2319-3980.

Impact Factor (JCC): 9.0547 NAAS Rating 3.17



Homomorphic Federation: Privacy-Preserving Collaborative Learning Across Decentralized Cloud Nodes 449

29.

30.

31

32.

33.

34.

35.

36.

37.

38.

Mali, Akash Balaji, Ashish Kumar, Archit Joshi, Om Goel, Lalit Kumar, and Arpit Jain. 2022. Building Scalable
E-Commerce Platforms: Integrating Payment Gateways and User Authentication. International Journal of

General Engineering and Technology 11(2):1-34. ISSN (P): 2278-9928; ISSN (E): 2278-9936.

Shaik, Afroz, Shyamakrishna Siddharth Chamarthy, Krishna Kishor Tirupati, Prof. (Dr) Sandeep Kumar, Prof.
(Dr) MSR Prasad, and Prof. (Dr) Sangeet Vashishtha. 2022. Leveraging Azure Data Factory for Large-Scale

ETL in Healthcare and Insurance Industries. International Journal of Applied Mathematics & Statistical Sciences

(IJAMSS) 11(2):517-558.

Shaik, Afroz, Ashish Kumar, Archit Joshi, Om Goel, Lalit Kumar, and Arpit Jain. 2022. “Automating Data
Extraction and Transformation Using Spark SQL and PySpark.” International Journal of General Engineering
and Technology (IJGET) 11(2):63-98. ISSN (P): 2278-9928; ISSN (E): 2278-9936.

Putta, Nagarjuna, Ashvini Byri, Sivaprasad Nadukuru, Om Goel, Niharika Singh, and Prof. (Dr.) Arpit Jain.
2022. The Role of Technical Project Management in Modern IT Infrastructure Transformation. International
Journal of Applied Mathematics & Statistical Sciences (IJAMSS) 11(2):559—584. ISSN (P): 2319-3972; ISSN (E):
2319-3980.

Putta, Nagarjuna, Shyamakrishna Siddharth Chamarthy, Krishna Kishor Tirupati, Prof. (Dr) Sandeep Kumar,
Prof. (Dr) MSR Prasad, and Prof. (Dr) Sangeet Vashishtha. 2022. “Leveraging Public Cloud Infrastructure for
Cost-Effective, Auto-Scaling Solutions.” International Journal of General Engineering and Technology (IJGET)
11(2):99—124. ISSN (P): 2278-9928; ISSN (E): 2278-9936.

Subramanian, Gokul, Sandhyarani Ganipaneni, Om Goel, Rajas Paresh Kshirsagar, Punit Goel, and Arpit Jain.
2022. Optimizing Healthcare Operations through AI-Driven Clinical Authorization Systems. International
Journal of Applied Mathematics and Statistical Sciences (IJAMSS) 11(2):351-372. ISSN (P): 2319-3972; ISSN
(E): 2319-3980.

Subramani, Prakash, Imran Khan, Murali Mohana Krishna Dandu, Prof. (Dr.) Punit Goel, Prof. (Dr.) Arpit Jain,
and Er. Aman Shrivastav. 2022. Optimizing SAP Implementations Using Agile and Waterfall Methodologies: A
Comparative Study. International Journal of Applied Mathematics & Statistical Sciences 11(2):445-472. ISSN
(P): 2319-3972; ISSN (E): 2319-3980.

Subramani, Prakash, Priyank Mohan, Rahul Arulkumaran, Om Goel, Dr. Lalit Kumar, and Prof.(Dr.) Arpit Jain.
2022. The Role of SAP Advanced Variant Configuration (AVC) in Modernizing Core Systems. International Journal
of General Engineering and Technology (IJGET) 11(2):199-224. ISSN (P): 2278-9928; ISSN (E): 2278-9936.

Banoth, Dinesh Nayak, Arth Dave, Vanitha Sivasankaran Balasubramaniam, Prof. (Dr.) MSR Prasad, Prof. (Dr.)
Sandeep Kumar, and Prof. (Dr.) Sangeet. 2022. Migrating from SAP BO to Power BIl: Challenges and Solutions

for Business Intelligence. International Journal of Applied Mathematics and Statistical Sciences (IJAMSS)
11(2):421-444. ISSN (P): 2319-3972; ISSN (E): 2319-3980.

Banoth, Dinesh Nayak, Imran Khan, Murali Mohana Krishna Dandu, Punit Goel, Arpit Jain, and Aman
Shrivastav. 2022. Leveraging Azure Data Factory Pipelines for Efficient Data Refreshes in Bl Applications.
International Journal of General Engineering and Technology (IJGET) 11(2):35-62. ISSN (P): 2278-9928; ISSN
(E): 2278-9936.

www.iaset.us editor@jiaset.us



450

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

Soham Sunil Kulkarni, Shivani Inamdar & Prof.(Dr.) Avneesh Kumar

Siddagoni  Bikshapathi, ~Mahaveer, Shyamakrishna  Siddharth ~ Chamarthy, Vanitha  Sivasankaran
Balasubramaniam, Prof. (Dr) MSR Prasad, Prof. (Dr) Sandeep Kumar, and Prof. (Dr) Sangeet Vashishtha. 2022.
Integration of Zephyr RTOS in Motor Control Systems: Challenges and Solutions. International Journal of
Computer Science and Engineering (IJCSE) 11(2).

Kyadasu, Rajkumar, Shyamakrishna Siddharth Chamarthy, Vanitha Sivasankaran Balasubramaniam, MSR
Prasad, Sandeep Kumar, and Sangeet. 2022. Advanced Data Governance Frameworks in Big Data Environments
for Secure Cloud Infrastructure. International Journal of Computer Science and Engineering (IJCSE) 11(2):1—
12.

Dharuman, Narain Prithvi, Sandhyarani Ganipaneni, Chandrasekhara Mokkapati, Om Goel, Lalit Kumar, and
Arpit Jain. “Microservice Architectures and API Gateway Solutions in Modern Telecom Systems.” International

Journal of Applied Mathematics & Statistical Sciences 11(2): 1-10. ISSN (P): 2319-3972; ISSN (E): 2319-3980.

Prasad, Rohan Viswanatha, Rakesh Jena, Rajas Paresh Kshirsagar, Om Goel, Arpit Jain, and Punit Goel.
“Optimizing DevOps Pipelines for Multi-Cloud Environments.” International Journal of Computer Science and

Engineering (IJCSE) 11(2):293-314.

Sayata, Shachi Ghanshyam, Sandhyarani Ganipaneni, Rajas Paresh Kshirsagar, Om Goel, Prof. (Dr.) Arpit Jain,
and Prof- (Dr.) Punit Goel. 2022. Automated Solutions for Daily Price Discovery in Energy Derivatives.
International Journal of Computer Science and Engineering (IJCSE).

Garudasu, Swathi, Rakesh Jena, Satish Vadlamani, Dr. Lalit Kumar, Prof. (Dr.) Punit Goel, Dr. S. P. Singh, and
Om Goel. 2022. “Enhancing Data Integrity and Availability in Distributed Storage Systems: The Role of Amazon
S3 in Modern Data Architectures.” International Journal of Applied Mathematics & Statistical Sciences
(IJAMSS) 11(2): 291-306.

Garudasu, Swathi, Vanitha Sivasankaran Balasubramaniam, Phanindra Kumar, Niharika Singh, Prof. (Dr.) Punit
Goel, and Om Goel. 2022. Leveraging Power Bl and Tableau for Advanced Data Visualization and Business
Insights. International Journal of General Engineering and Technology (IJGET) 11(2): 153—174. ISSN (P):
2278-9928; ISSN (E): 2278-9936.

Dharmapuram, Suraj, Priyank Mohan, Rahul Arulkumaran, Om Goel, Lalit Kumar, and Arpit Jain. 2022.
Optimizing Data Freshness and Scalability in Real-Time Streaming Pipelines with Apache Flink. International
Journal of Applied Mathematics & Statistical Sciences (IJAMSS) 11(2): 307-326.

Dharmapuram, Suraj, Rakesh Jena, Satish Vadlamani, Lalit Kumar, Punit Goel, and S. P. Singh. 2022.
“Improving Latency and Reliability in Large-Scale Search Systems: A Case Study on Google Shopping.”
International Journal of General Engineering and Technology (IJGET) 11(2): 175-98. ISSN (P): 2278-9928;
ISSN (E): 2278-9936.

Mane, Hrishikesh Rajesh, Aravind Ayyagari, Archit Joshi, Om Goel, Lalit Kumar, and Arpit Jain. "Serverless
Platforms in Al SaaS Development: Scaling Solutions for Rezoome AL'" International Journal of Computer

Science and Engineering (IJCSE) 11(2):1-12. ISSN (P): 2278-9960; ISSN (E): 2278-9979.

Impact Factor (JCC): 9.0547 NAAS Rating 3.17



Homomorphic Federation: Privacy-Preserving Collaborative Learning Across Decentralized Cloud Nodes 451

49.

50.

51

52.

53.

54.

55.

56.

57.

58.

59.

Bisetty, Sanyasi Sarat Satya Sukumar, Aravind Ayyagari, Krishna Kishor Tirupati, Sandeep Kumar, MSR Prasad,
and Sangeet Vashishtha. "Legacy System Modernization: Transitioning from AS400 to Cloud Platforms."
International Journal of Computer Science and Engineering (IJCSE) 11(2): [Jul-Dec]. ISSN (P): 2278-9960;,
ISSN (E): 2278-9979.

Akisetty, Antony Satya Vivek Vardhan, Priyank Mohan, Phanindra Kumar, Niharika Singh, Punit Goel, and Om
Goel. 2022. “Real-Time Fraud Detection Using PySpark and Machine Learning Techniques.” International
Journal of Computer Science and Engineering (IJCSE) 11(2):315-340.

Bhat, Smita Raghavendra, Priyank Mohan, Phanindra Kumar, Niharika Singh, Punit Goel, and Om Goel. 2022.
“Scalable Solutions for Detecting Statistical Drift in Manufacturing Pipelines.” International Journal of

Computer Science and Engineering (IJCSE) 11(2):341-362.

Abdul, Rafa, Ashish Kumar, Murali Mohana Krishna Dandu, Punit Goel, Arpit Jain, and Aman Shrivastav. 2022.
“The Role of Agile Methodologies in Product Lifecycle Management (PLM) Optimization.” International Journal
of Computer Science and Engineering 11(2):363—-390.

Das, Abhishek, Archit Joshi, Indra Reddy Mallela, Dr. Satendra Pal Singh, Shalu Jain, and Om Goel. (2022).
“Enhancing Data Privacy in Machine Learning with Automated Compliance Tools.” International Journal of

Applied Mathematics and Statistical Sciences, 11(2):1-10. doi:10.1234/ijamss.2022.12345.

Krishnamurthy, Satish, Ashvini Byri, Ashish Kumar, Satendra Pal Singh, Om Goel, and Punit Goel. (2022).
“Utilizing Kafka and Real-Time Messaging Frameworks for High-Volume Data Processing.” International
Journal  of  Progressive  Research in  Engineering  Management and  Science,  2(2):68—84.

https://doi.org/10.58257/IJPREMS?7S5 .

Krishnamurthy, Satish, Nishit Agarwal, Shyama Krishna, Siddharth Chamarthy, Om Goel, Prof. (Dr.) Punit Goel,
and Prof. (Dr.) Arpit Jain. (2022). “Machine Learning Models for Optimizing POS Systems and Enhancing
Checkout Processes.” International Journal of Applied Mathematics & Statistical Sciences, 11(2):1-10. IASET.
ISSN (P): 2319-3972; ISSN (E): 2319-3980.

Gudavalli, S., Ravi, V. K., Jampani, S., Ayyvagari, A., Jain, A., & Kumar, L. (2022). Machine learning in cloud
migration and data integration for enterprises. International Journal of Research in Modern Engineering and

Emerging Technology (IJRMEET), 10(6).

Ravi, V. K., Jampani, S., Gudavalli, S., Goel, O., Jain, P. A., & Kumar, D. L. (2024). Role of Digital Twins in SAP
and Cloud based Manufacturing. Journal of Quantum Science and Technology (JOST), 1(4), Nov(268-284).
Retrieved from https://jqst.org/index.php/j/article/view/101.

Jampani, Sridhar, Viharika Bhimanapati, Aditya Mehra, Om Goel, Prof. Dr. Arpit Jain, and Er. Aman Shrivastav.
(2022). Predictive Maintenance Using loT and SAP Data. International Research Journal of Modernization in
Engineering Technology and Science, 4(4). https://www.doi.org/10.56726/IRIMETS20992.

Kansal, S., & Saxena, S. (2024). Automation in enterprise security: Leveraging Al for threat prediction and
resolution. International Journal of Research in Mechanical Engineering and Emerging Technologies, 12(12),

276. https://www.ijrmeet.org

www.iaset.us editor@jiaset.us



452

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

Soham Sunil Kulkarni, Shivani Inamdar & Prof.(Dr.) Avneesh Kumar

Venkatesha, G. G., & Goel, S. (2024). Threat modeling and detection techniques for modern cloud architectures.
International Journal of Research in Modern Engineering and Emerging Technology (IJRMEET), 12(12), 306.

https://www.ijrmeet.org

Mandliya, R., & Saxena, S. (2024). Integrating reinforcement learning in recommender systems to optimize user
interactions. Online International, Refereed, Peer-Reviewed & Indexed Monthly Journal, 12(12), 334.

https://www.ijrmeet.org

Sudharsan Vaidhun Bhaskar , Dr. Ravinder Kumar Real-Time Resource Allocation for ROS2-based Safety-
Critical Systems using Model Predictive Control Iconic Research And Engineering Journals Volume 8 Issue 5

2024 Page 952-980

Prince Tyagi, Shubham Jain,, Case Study: Custom Solutions for Aviation Industry Using SAP iMRO and TM ,
IJRAR - International Journal of Research and Analytical Reviews (IJRAR), E-ISSN 2348-1269, P- ISSN 2349-
5138, Volume.ll, Issue 4, Page No pp.596-617, November 2024,  Available at
http://www.ijrar.org/IJRAR24D3335.pdf

Dheeraj Yadav, Dasaiah Pakanati,, Integrating Multi-Node RAC Clusters for Improved Data Processing in
Enterprises , IJRAR - International Journal of Research and Analytical Reviews (IJRAR), E-ISSN 2348-1269, P-
ISSN  2349-5138, Volume.1l, Issue 4, Page No pp.629-650, November 2024, Available at
http://www.ijrar.org/IJRAR24D3337.pdf

Rajesh Ojha, Shalu Jain, Integrating Digital Twin and Augmented Reality for Asset Inspection and Training ,
IJRAR - International Journal of Research and Analytical Reviews (IJRAR), E-ISSN 2348-1269, P- ISSN 2349-
5138, Volume.ll, Issue 4, Page No pp.618-628, November 2024,  Available at
http://'www.ijrar.org/IJRAR24D3336.pdf

IJRAR's Publication Details

Prabhakaran Rajendran, Er. Siddharth. (2024). The Importance of Integrating WES with WMS in Modern
Warehouse Systems. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X,
3(2), 773-789. Retrieved from https://www.researchradicals.com/index.php/rr/article/view/155

Khushmeet Singh, UJJAWAL JAIN, Leveraging Snowflake for Real-Time Business Intelligence and Analytics ,
IJRAR - International Journal of Research and Analytical Reviews (IJRAR), E-ISSN 2348-1269, P- ISSN 2349-
5138, Volume.ll, Issue 4, Page No pp.669-682, November 2024,  Available at
http://'www.ijrar.org/IJRAR24D3339.pdf

Ramdass, K., & Jain, U. (2024). Application of static and dynamic security testing in financial sector.

International Journal for Research in Management and Pharmacy, 13(10). Retrieved from http://www.ijrmp.org

Vardhansinh Yogendrasinnh Ravalji, Dr. Saurabh Solanki, NodeJS and Express in Sports Media Aggregation
Platforms , IJRAR - International Journal of Research and Analytical Reviews (IJRAR), E-ISSN 2348-1269, P-
ISSN  2349-5138, Volume.1l, Issue 4, Page No pp.683-698, November 2024, Available at
http://'www.ijrar.org/IJRAR24D3340.pdf

Impact Factor (JCC): 9.0547 NAAS Rating 3.17



Homomorphic Federation: Privacy-Preserving Collaborative Learning Across Decentralized Cloud Nodes 453

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

Vardhansinh Yogendrasinnh Ravalji , Lagan Goel User-Centric Design for Real Estate Web Applications Iconic
Research And Engineering Journals Volume 8 Issue 5 2024 Page 1158-1174

Viswanadha Pratap Kondoju, Daksha Borada. (2024). Predictive Analytics in Loan Default Prediction Using
Machine Learning. International Journal of Research Radicals in Multidisciplinary Fields, ISSN: 2960-043X,
3(2), 882-909. Retrieved from https://www.researchradicals.com/index.php/rr/article/view/162

Jampani, Sridhar, Aravind Ayyagari, Kodamasimham Krishna, Punit Goel, Akshun Chhapola, and Arpit Jain.
(2020). Cross-platform Data Synchronization in SAP Projects. International Journal of Research and Analytical
Reviews (IJRAR), 7(2):875. Retrieved from www.ijrar.org.

Gudavalli, S., Ravi, V. K., Musunuri, A., Murthy, P., Goel, O., Jain, A., & Kumar, L. (2020). Cloud cost
optimization techniques in data engineering. International Journal of Research and Analytical Reviews, 7(2),

April 2020. https://'www.ijrar.org

Vamsee Krishna Ravi, Abhishek Tangudu, Ravi Kumar, Dr. Priya Pandey, Aravind Ayyagari, and Prof. (Dr)
Punit Goel. (2021). Real-time Analytics in Cloud-based Data Solutions. Iconic Research And Engineering
Journals, Volume 5 Issue 5, 288-305.

Das, Abhishek, Abhijeet Bajaj, Priyank Mohan, Punit Goel, Satendra Pal Singh, and Arpit Jain. (2023).
“Scalable Solutions for Real-Time Machine Learning Inference in Multi-Tenant Platforms.” International

Journal of Computer Science and Engineering (IJCSE), 12(2):493-516.

Subramanian, Gokul, Ashvini Byri, Om Goel, Sivaprasad Nadukuru, Prof. (Dr.) Arpit Jain, and Niharika Singh.
2023. Leveraging Azure for Data Governance: Building Scalable Frameworks for Data Integrity. International
Journal of Research in Modern Engineering and Emerging Technology (IJRMEET) 11(4):158. Retrieved
(http://www.ijrmeet.org) .

Ayyagari, Yuktha, Akshun Chhapola, Sangeet Vashishtha, and Raghav Agarwal. (2023). Cross-Culturization of
Classical Carnatic Vocal Music and Western High School Choir. International Journal of Research in All
Subjects in Multi Languages (IJRSML), 11(5), 80. RET Academy for International Journals of Multidisciplinary
Research (RAIJMR). Retrieved from www.raijmr.com.

Ayyagari, Yuktha, Akshun Chhapola, Sangeet Vashishtha, and Raghav Agarwal. (2023). “Cross-Culturization of
Classical Carnatic Vocal Music and Western High School Choir.” International Journal of Research in all

Subjects in Multi Languages (IJRSML), 11(5), 80. Retrieved from http://www.raijmr.com.

Shaheen, Nusrat, Sunny Jaiswal, Pronoy Chopra, Om Goel, Prof. (Dr.) Punit Goel, and Prof. (Dr.) Arpit Jain.
2023. Automating Critical HR Processes to Drive Business Efficiency in U.S. Corporations Using Oracle HCM
Cloud. International Journal of Research in Modern Engineering and Emerging Technology (IJRMEET)
11(4):230. Retrieved (https://www.ijrmeet.org).

Jaiswal, Sunny, Nusrat Shaheen, Pranav Murthy, Om Goel, Arpit Jain, and Lalit Kumar. 2023. Securing U.S.
Employment Data: Advanced Role Configuration and Security in Oracle Fusion HCM. International Journal of
Research in Modern Engineering and Emerging Technology (IJRMEET) 11(4):264. Retrieved from

http://www.ijrmeet.org.

www.iaset.us editor@jiaset.us



454 Soham Sunil Kulkarni, Shivani Inamdar & Prof.(Dr.) Avneesh Kumar

81. Nadarajah, Nalini, Vanitha Sivasankaran Balasubramaniam, Umababu Chinta, Niharika Singh, Om Goel, and
Akshun Chhapola. 2023. Utilizing Data Analytics for KPI Monitoring and Continuous Improvement in Global
Operations. International Journal of Research in Modern Engineering and Emerging Technology (IJRMEET)
11(4):245. Retrieved (www.ijrmeet.org).

82. Mali, Akash Balaji, Arth Dave, Vanitha Sivasankaran Balasubramaniam, MSR Prasad, Sandeep Kumar, and
Sangeet. 2023. Migrating to React Server Components (RSC) and Server Side Rendering (SSR): Achieving 90%
Response Time Improvement. International Journal of Research in Modern Engineering and Emerging

Technology (IJRMEET) 11(4):88.

83. Shaik, Afroz, Arth Dave, Vanitha Sivasankaran Balasubramaniam, Prof. (Dr) MSR Prasad, Prof. (Dr) Sandeep
Kumar, and Prof. (Dr) Sangeet. 2023. Building Data Warehousing Solutions in Azure Synapse for Enhanced

Business Insights. International Journal of Research in Modern Engineering and Emerging Technology

(IJRMEET) 11(4):102.

84. Putta, Nagarjuna, Ashish Kumar, Archit Joshi, Om Goel, Lalit Kumar, and Arpit Jain. 2023. Cross-Functional
Leadership in Global Software Development Projects: Case Study of Nielsen. International Journal of Research
in Modern Engineering and Emerging Technology (IJRMEET) 11(4):123.

Impact Factor (JCC): 9.0547 NAAS Rating 3.17






